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Recap: Scaling enumerative search



Order of search



Top-down search (revisited)

Explores many unlikely programs



Biasing the search



Weighted enumerative search



DeepCoder

A SQL inspired DSL



DeepCoder



DeepCoder: search strategies



Weighted enumerative search



Probabilistic Language Models



Probabilistic (Tree) Grammar



Types of context

Philip Resnik ACL ‘92



Probabilistic Context-Free Grammars (PCFG)



Probabilistic Context-Free Grammars (PCFG)



N-grams



Probabilistic Higher-Order Grammar (PHOG)



PHOG Example



PHOG Example

How to get the context



Representation-based 
Search for Synthesis

20



The problem statement



Representation-based search



Compact term representation



Compact term representation



Compact term representation



Representation-based search



Version Space Formulation

• Hypothesis space H 
• Space of possible functions  

• Version Space 
•  is the original hypothesis space
•  is a set of examples 
•

• Hypothesis space provides restriction bias 
• Defines what functions one is allowed to consider 
• Preference bias needs to be provided independently

𝐼𝑛 → 𝑂𝑢𝑡

𝑉𝑆𝐻,𝐷 ⊆ 𝐻

𝐻

𝐷 𝑖𝑗, 𝑜𝑗

h ∈ 𝑉𝑆𝐻,𝐷 ⇔ ∀ 𝑖, 𝑜 ∈ 𝐷  h(𝑖) = o 



Version Space Algebra Set of Operations to 
manipulate and 
compose VSs



Version Space Algebra



Version Space Algebra



VSA-based search



FlashFill: Automating String Processing in 
Spreadsheets Using Input-Output Examples [Gulwani ‘11]

A language for text manipulation:



FlashFill Example



VSAs for Flashfill



Learning atomic expressions



Learning trace expressions



Learning trace expressions



VSAs for Flashfill



Intersection



VSAs for Flashfill





DSL restrictions: efficiently invertible



PROSE [Polozov, Gulwani ‘15]



Synthesis frameworks



Synthesis frameworks

• Sketch (https://people.csail.mit.edu/asolar/) 

• Rosette (https://emina.github.io/rosette/) 
•  see also: https://www.cs.utexas.edu/~bornholt/post/building-synthesizer.html 

• PROSE (https://www.microsoft.com/en-us/research/project/prose-framework/)



VSAs Again
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Version Space Formulation

• Hypothesis space H 
• Space of possible functions  

• Version Space 
•  is the original hypothesis space
•  is a set of examples 
•

• Hypothesis space provides restriction bias 
• Defines what functions one is allowed to consider 
• Preference bias needs to be provided independently

𝐼𝑛 → 𝑂𝑢𝑡

𝑉𝑆𝐻,𝐷 ⊆ 𝐻

𝐻

𝐷 𝑖𝑗, 𝑜𝑗

h ∈ 𝑉𝑆𝐻,𝐷 ⇔ ∀ 𝑖, 𝑜 ∈ 𝐷  h(𝑖) = o 



Partial Ordering of hypothesis

• Partial order 
•  is “better” than 

• Ex: For boolean hypothesis 
• “better” == more general 
•

• For booleans, VS forms a lattice

h1 ⊑ h2

h2 h1

h1 ⊑ h2 ⇔ (h1 ⇒ h2)
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Partial Orders

• Set P 
• Partial order ≤ such that ∀x,y,z∈P 
• x ≤ x      (reflexive) 
• x ≤ y and y ≤ x implies x = y   (asymmetric) 
• x ≤ y and y ≤ z implies x ≤ z  (transitive) 

• Can use partial order to define 
• Upper and lower bounds 
• Least upper bound 
• Greatest lower bound



Upper Bounds

• If S ⊆ P then 
• x∈P is an upper bound of S if ∀y∈S. y ≤ x 
• x∈P is the least upper bound of S if 
• x is an upper bound of S, and  
• x ≤ y for all upper bounds y of S 

• ∨ - join, least upper bound, lub, supremum, sup 
• ∨ S is the least upper bound of S 
• x ∨ y is the least upper bound of {x,y} 

• Often written as  as well⊔



Lower Bounds

• If S ⊆ P then 
– x∈P is a lower bound of S if ∀y∈S. x ≤ y 
– x∈P is the greatest lower bound of S if 
• x is a lower bound of S, and  
• y ≤ x for all lower bounds y of S 

–∧ - meet, greatest lower bound, glb, infimum, inf 
• ∧ S is the greatest lower bound of S 
• x ∧ y is the greatest lower bound of {x,y} 

• Often written as  as well⊓
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Lattices

• If x ∧ y and x ∨ y exist for all x,y∈P 
• then P is a lattice 

• If ∧S and ∨S exist for all S ⊆ P 
•  then P is a complete lattice 

• All finite lattices are complete 
• Example of a lattice that is not complete 
• Integers I 
• For any x, y∈I, x ∨ y = max(x,y), x ∧ y = min(x,y) 
• But ∨ I and ∧ I do not exist 
• I ∪ {+∞,−∞ } is a complete lattice



Partial Ordering of hypothesis

• Partial order 
•  is “better” than 

• Ex: For boolean hypothesis 
• “better” == more general 
•

• For booleans, VS forms a lattice 
•

h1 ⊑ h2

h2 h1

h1 ⊑ h2 ⇔ (h1 ⇒ h2)

h1, h2 ∈ 𝑉𝑆 ⇒ h1 ⊓ h2 = h1 ∧ h2 ∈ 𝑉𝑆
Most specific hypothesis that  
satisfies the observations



Boundary set representable

• You can represent a VS by the pair (G,S) where  
• G is most general hypothesis (i.e. ) 
• S is the most specific (i.e. ) 

• Applies in general when hypothesis space is partially ordered and 
version space is a lattice

⊤

⊥



Update

•

• Subset of a version space satisfying a new example d 
• Ex: For boolean HS 
• VS=(G,S) 
• If  

• If  

𝑈(𝑉𝑆,  𝑑) = {𝑝 ∈ 𝑉𝑆   𝑝(𝑖) = 𝑜 𝑤h𝑒𝑟𝑒 𝑑 = (𝑖, 𝑜)}

𝑑 = (𝑖, 𝑡𝑟𝑢𝑒)

𝑈(𝑉𝑆, 𝑑) = (𝐺, 𝑆 ∨ 𝜆𝑥 .  𝑖𝑓 𝑥 = 𝑖 𝑡h𝑒𝑛 𝑡𝑟𝑢𝑒 𝑒𝑙𝑠𝑒 𝑓𝑎𝑙𝑠𝑒)
𝑑 = (𝑖, 𝑓𝑎𝑙𝑠𝑒)

𝑈(𝑉𝑆, 𝑑) = (𝐺 ∧ 𝜆𝑥 .  𝑖𝑓 𝑥 = 𝑖 𝑡h𝑒𝑛 𝑓𝑎𝑙𝑠𝑒 𝑒𝑙𝑠𝑒 𝑡𝑟𝑢𝑒, 𝑆)



Example: FindSuffix

•  move to the position right before the next occurrence of .𝐹𝑆𝑇 : 𝑇

We shall go on to the end. We |shall fight in France, we |shall fight on 
the seas and oceans, we shall fight with growing confidence and 
growing strength in the air,…

𝐹𝑆"𝑠h𝑎𝑙𝑙"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛 𝑡h𝑒 𝑠𝑒𝑎𝑠 𝑎𝑛𝑑 𝑜𝑐𝑒𝑎𝑛𝑠, 𝑤𝑒 𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡…"

𝐹𝑆"𝑠"

𝐹𝑆"𝑠h𝑎"

𝐹𝑆""

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛"



Example: FindSuffix

•  move to the position right before the next occurrence of .𝐹𝑆𝑇 : 𝑇

We shall go on to the end. We |shall fight in France, we |shall fight on 
the seas and oceans, we |shall fight with growing confidence and 
growing strength in the air,…

𝐹𝑆"𝑠h𝑎𝑙𝑙"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛 𝑡h𝑒 𝑠𝑒𝑎𝑠 𝑎𝑛𝑑 𝑜𝑐𝑒𝑎𝑛𝑠, 𝑤𝑒 𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡…"

𝐹𝑆"𝑠"

𝐹𝑆"𝑠h𝑎"

𝐹𝑆""

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛"



Example: FindSuffix

•  move to the position right before the next occurrence of .𝐹𝑆𝑇 : 𝑇

We shall go on to the end. We |shall fight in France, we |shall fight on 
the seas and oceans, we |shall fight with growing confidence and 
growing strength in the air,…

𝐹𝑆"𝑠h𝑎𝑙𝑙"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛 𝑡h𝑒 𝑠𝑒𝑎𝑠 𝑎𝑛𝑑 𝑜𝑐𝑒𝑎𝑛𝑠, 𝑤𝑒 𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡…"

𝐹𝑆"𝑠"

𝐹𝑆"𝑠h𝑎"

𝐹𝑆""

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛"



Example: FindSuffix

•  move to the position right before the next occurrence of .𝐹𝑆𝑇 : 𝑇

We shall go on to the end. We |shall fight in France, we |shall fight on 
the seas and oceans, we |shall fight with growing confidence and 
growing strength in the air,…

𝐹𝑆"𝑠h𝑎𝑙𝑙"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡"

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛 𝑡h𝑒 𝑠𝑒𝑎𝑠 𝑎𝑛𝑑 𝑜𝑐𝑒𝑎𝑛𝑠, 𝑤𝑒 𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡…"

𝐹𝑆"𝑠"

𝐹𝑆"𝑠h𝑎"

𝐹𝑆""

𝐹𝑆"𝑠h𝑎𝑙𝑙 𝑓𝑖𝑔h𝑡 𝑜𝑛"



Idea

• If your hypothesis space is partially ordered and your VS are 
boundary set representable, you can represent and search very 
efficiently 

• If they are not? 

• Break them down into simpler hypothesis spaces! 



Union

• 𝑉𝑆𝐻1𝐷 ∪ 𝑉𝑆𝐻2𝐷 = 𝑉𝑆𝐻1∪𝐻2 𝐷



FindSuffix U FindPrefix

FS(“sh”-”shall fight ”)

FP(“we “ – “, we”) 

U

We shall go on to the end. We |shall fight in France, we |shall fight on 
the seas and oceans, we |shall fight with growing confidence and 
growing strength in the air,…



FindSuffix U FindPrefix

FS(“sh”-”shall fight ”)

∅

U

We shall go on to the end. We |shall fight in France, we |shall fight on 
the seas and oceans, we |shall fight with growing confidence and 
growing strength in the air,…



Join

•  
        
• Where  and  and  
•  means that  is consistent with the input output pairs in 

• What does  mean? What about ? 
• Pair 
• Composition  and  

• Independent join:  is unnecessary 
• It’s a property of  
• True for pair, not for composition

𝑉𝑆𝐻1𝐷1
⋈ 𝑉𝑆𝐻2𝐷2

=

{⟨h1, h2⟩   h1 ∈ 𝑉𝑆𝐻1𝐷1
 ,  h2 ∈ 𝑉𝑆𝐻2𝐷2

,  𝐶(⟨h1, h2⟩,  𝐷)}

𝐷1 = {𝑑𝑖
1}𝑖=0..𝑛

𝐷2 = {𝑑𝑖
2}𝑖=0..𝑛

𝐷 = {⟨𝑑𝑖
1, 𝑑𝑖

2⟩}𝑖=0..𝑛

𝐶(⟨h1, h2⟩,  𝐷) ⟨h1, h2⟩ 𝐷

⟨h1, h2⟩ ⟨𝑑1, 𝑑2⟩

⟨h1, h2⟩ = h1 ∘ h2 ⟨𝑑1, 𝑑2⟩ = (𝑑1 . 𝑖𝑛 ,  𝑑2 . 𝑜𝑢𝑡)

𝐶

⟨ . ,   . ⟩



Representation-based search

Next Class



Logsitics

• Submission deadline, Sunday, No extension! 
• Scores for the reading assignments, this Tuesday! 
• We will start the Project selection. 
• Next Class: 

• FTA  
• E-graphs  
• Equivalences.



Finite Tree Automata



VSA vs FTA



FTA-based search



FTA-based search



Example



PBE with Finite Tree Automata



PBE with Finite Tree Automata



Discussion



FTA-based search



Abstract FTA



Abstract FTA




