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Sources for the Class
0.@book{Goodfellow-et-al-2016,
    title={Deep Learning},
    author={Ian Goodfellow and Yoshua Bengio and Aaron Courville},
    publisher={MIT Press},
    note={\url{http://www.deeplearningbook.org}},
    year={2016}
}

1. Sepp Hochreiter, Jürgen Schmidhuber, Long Short-term Memory, 1997(bibtex)

2. Ilya Sutskever, Oriol Vinyals, Quoc V. Le, Sequence to Sequence Learning with Neural Networks, 2014(bibtex)

3. Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez, \L ukasz Kaiser, Illia Polosukhin, Attention is 
All you Need, 2017(bibtex)

4. Online Course: MIT 6.S191: Introduction to Deep Learning, 

•
Borrowing Slides from Sources 0 and 4 Majorly

https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf


Outline
1. NLP : What? 

1. N-Gram Models 
2. Intro Deep Learning for NLP 

1. Where DL sits in the Machine Learning landscape. 
2. Perceptrons/Neurons, Feed Forward units 
3. Neural Networks, Deep Networks and Training 
4. NNs for Sequence Modeling , RNN 
5. Attention/Self-Attention 
6. LSTMs (tangentially) 
7. Encoder-Decoders  

•



NLP
• Natural language processing (NLP) is the use of human languages, such as English or French, by a computer. 

• Many NLP applications are based on language models that define a probability distribution over sequences of 
words, characters or bytes in a natural language. 

• In theory, very generic neural network techniques can be successfully applied to natural language processing,  
• However this will not scale we must usually use techniques that are specialized for processing sequential 

data. 
• Because the total number of possible words is so large, word-based language models must operate on an 

extremely high-dimensional and sparse discrete space. 
•  Several strategies have been developed to make models of such a space efficient, both in a computational 

and in a statistical sense.



N-grams
• A language model defines a probability distribution over sequences of tokens in a natural language 

• a token may be a word, a character, or even a byte. 
• earliest successful language models were based on models of fixed-length sequences of tokens 

called n-grams 

• An n-gram is a sequence of n tokens. 

• For small values of n, models have particular names: unigram for n=1, bigram for n=2, and trigram 
for n=3 

• Training n-gram models is straightforward because the maximum likelihood estimate can be 
computed simply by counting how many times each possible n gram occurs in the training set



N-grams

• Probability of a word depends on the previous n words 

• Represented with a table: 
• Bigger n makes more accurate, but also more difficult to learn, requires 

much bigger table 
• Downsides 

• some words require more context than others 
• some words carry very little information . E.g roar vs. bear 

𝑃(𝑤𝑖  𝑤𝑖−1,  𝑤𝑖−2,  …,  𝑤𝑖−𝑛)

The big brown bear scares the children with its roar
𝑃 (𝑠𝑐𝑎𝑟𝑒𝑠  𝑏𝑒𝑎𝑟,  𝑏𝑟𝑜𝑤𝑛)

Other Recurrent Models



Neural Language Models
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Encoder-Decoder Architecture Overview
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