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DreamCoder.



Plan for the week

• Today : Pre-LLM Era  
• statistical language models for code 
• neural architectures 
• better search with neural guidance 

• Tomorrow : LLM Era 
• synthesis from natural language 
• how can we make LLMs generate better code?



Lessons from NLP

• Learning Complex distributions 

• Many techniques from NLP can be brought into to learn Distributions over programs. 

• N-gram Models 

• Recurrent Models 

• Sequence of tokens vs. Program Structures 

• Searching with a learned distribution.



Statistical Language Models



n-gram models

• Probability of a word depends on the previous n words 

• Represented with a table: 
• Bigger n makes more accurate, but also more difficult to learn, requires 

much bigger table 
• Downsides 

• some words require more context than others 
• some words carry very little information . E.g roar vs. bear 

𝑃(𝑤𝑖  𝑤𝑖−1,  𝑤𝑖−2,  …,  𝑤𝑖−𝑛)

The big brown bear scares the children with its roar
𝑃 (𝑠𝑐𝑎𝑟𝑒𝑠  𝑏𝑒𝑎𝑟,  𝑏𝑟𝑜𝑤𝑛)

Other Recurrent Models



Statistical Models in Synthesis : 
Multiple axes





SLANG



SLANG

• Main Idea:  
• Reduce the problem of code completion to a natural-language 

processing problem of predicting probabilities of sentences. 
• A scalable static analysis that extracts sequences of method calls 

from large codebases, and indexes them into statistical lan- 
guage models such as N-gram and Recurrent Neural Networks. 

• A synthesis procedure that takes as input a partial program with 
holes and leverages probabilities learned in the language model 
to discover code completions for the holes. Our



- Sequence of events, generated  
by tracking for each object o 
- Generate Abstract Histories 







A Data-driven Synthesis approach



sk_p : A Data-driven Synthesis approach for MOOC

Main Idea:  
• A learning algorithm is used during training time to produce a model of the 

problem at hand. 
• Given an incomplete or erroneous program (the seed program), this model can 

produce a distribution of candidate completions or corrections. 
• This distribution is used by a synthesis algorithm to find candidate solutions that 

have high probability according to the model and also are correct according to a 
potentially incomplete specification.



Trained on a corpus of correct program fragments



Training

• Each correct fragment is converted to an input-output training pair:  
• The partial fragment (with a hole) is the input, and the missing statement is the 

output.



Trained on a corpus of correct program fragments











Learning Inductive Program Synthesis (LIPS)

• DSL and Attributes 
• An attribute function A: Program P in DSL -> Finite Attribute Vectors A (P). 

• E.g. Presence or absence of HOFs, like does the program contain sort 
• Attributes are a link between ML and Search. 

• ML predicts q ( A(P) | Observations) 
• Data Generation: Synthetic data generation in DSL 
• ML Model 
• Search



DeepCoder 
• An Instance of LIPS 
• DSL and Attributes: 

• Attributes: binary attributes indicating the presence or absence of high-level 
functions in the target program. To 

• DSL : A query language like SQL or LINQ using High-level functions over lists.



DeepCoder 
• Data Generation  

• Enumerate Programs in DSL and Pruning. 
• To generate valid inputs for a program, they enforce a constraint on the output value 

bounding integers to some predetermined range. 
• ML Model 

• Employs Encoder-Decoder NNs to model and learn the mapping from input-output 
examples to attributes. 

• learns to predict presence or absence of individual functions of the DSL. 
• Search  

• DFS, Sketch and λ2



DeepCoder



DeepCoder



DeepCoder







with Attention

Each sequence is encoded with a non-attentional LSTM 
- final hidden state is used as the initial hidden state of the next LSTM.



Attention

• Key idea: Summarizing into a single vector is a big bottleneck. Every 
output should have direct access to the whole input 

• Exploit some degree of locality: 
• different tokens of the output depend primarily on small subsets of 

tokens from the input. 
• attention mechanism allows each output token to pay attention to a 

different subset of input tokens. 

•



RobustFill

• Key Idea: use attention within an individual input/output pair, 
but then aggregate over the distributions proposed from each of 
the examples.

Three Parts: an expression that extracts the first initial,  
concatenated with a constant, 
an expression that extracts everything after the first space



















Search branch prediction

A ranking function h



LSTM-based Model for predicting the score



Search 
Picking just the topmost rule to expand may be incomplete



Next Reading

• Kalyan et al: Neural-Guided Deductive Search ICLR’18









Plan for the week

• Today : Pre-LLM Era  
• statistical language models for code 
• neural architectures 
• better search with neural guidance 

• Next/Last Class of the session : LLM Era 
• synthesis from natural language 
• how can we make LLMs generate better code?




